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Abstract— Realistic traffic patterns for a multi-processor of NoCs for MPEG-4 system implementations. In particular,
MPEG-4 architecture are used to evaluate the performance of we focus on the properties of a recently proposed NoC that is
network-on-chip (NoC) implementations. In particular, we study based on using CDMA switching techniques to concurrently

the characteristics for a design that is based on CDMA switcimg t ltiole data st bet tai |
techniques and a star-network topology. The results are copared route muluple data streams between computational ressurc

to those for a more conventional mesh-topology NoC. We evade [11]. We use the average data rates between the blocks in
metrics for bandwidth requirements, latency and area overlead a realistic MPEG-4 implementation that uses a CDMA star

gnd show thf’it the CDMA star design is a good candidate for the petwork topo|ogy_ In addition, we compare the performance
implementation of these systems. and area overhead of the CDMA NoC to that of a more
conventional mesh topology NoC for this application.

The remainder of this paper is organized as follows. In

Multimedia applications are widespread and will becom@ection I, we describe the mapping methodology that is
even more important in the future. Video telephony, digitalsed to create the MPEG system implementation and traffic
television, video games, virtual reality simulators, eéte model. In Section Ill, we briefly describe the properties of
growth areas of the future and the MPEG-4 standard hegr CDMA-based star network topology. Then, in Section
emerged as a key ingredient in many of these systems [1], [R}, we give the specific mapping that results for the MPEG-
[3]. Therefore, efficient hardware platforms to perform #&¢ 4 application onto our NoC, as well as on a baseline mesh
of algorithms within the standard are of great interestc&intopology NoC. Section V presents our results for perforneanc
these computations are varied, it is necessary to includeger and area overhead and our conclusions are given in Section
of hardware resources in the system such as a DSP procesgpr,

RISC CPU, graphics engine, etc. [10]. As a result, there is a

need for high-throughput communications links betweesdhe II. MAPPING METHODOLOGY

blocks, and this can become a performance bottleneck. A bus-

based interconnect scheme is a shared medium which doe®ur overall procedure for characterizing the performance
not scale well to large systems requiring very high aggesgaif the NoC for a particular application such as MPEG-4 is
bandwidth. illustrated in Figure 1.

Networks-on-chip have been proposed as a way to overcomé&\Ve start with the given communication characteristic pa-
this limitation and provide a scalable interconnect enwinent rameters such as bandwidth requirements, payload sizer buf
[4]. Several types of network switches and topologies hasize, and operating clock period, etc. The traffic generator
been proposed, but most of the performance analysis is davtgich is actually a resource (IP) model written in a hardware
using random traffic models where the computational blockigscription language, generates traffic with a given proba-
are simply modeled as random number generators withdnility of the packet being sent out to a given destination
respect to any particular application. These types of @ealy resource. The generated input traffic data is used to simulat
are only of limited utility, since they do not address thénhe application on the NoC platform. Using the specified
actual traffic requirements that one would find in an actuabmmunication characteristics, a mapper groups the ressur
application. Some recent papers have used more realsffic tr which communicate frequently onto the same switch in order
models. For example, Varatkar et al proposed on-chip traftiec reduce latency. The transmitted and received packdictraf
analysis using self-similar processes [7]. Ching et aluidised is traced in a log file. In a post-processing phase, we use the
integrated modeling and traffic generation for a reconfigiera log file to analyze the performance. In particular, the leyen
NoC [8]. Murali and De Micheli [5] proposed automaticallyof packet transmission and the FIFO buffer full signal are
mapping cores onto a network architecture using a mesk/tornonitored for their performance. These steps can be itkrate
topology by making use of the Xpipes library [6]. Wiklund etuntil all the requirements are met. After finding the besiecas
al use both random and ‘data plus control’ traffic models istructure and mapping for the NoC platform, we can then
their analyses [9]. synthesize it and thereby obtain the estimated frequendy an

In this paper, we study the performance and area overheada overhead of the system.

I. INTRODUCTION



Parameters: Communication pattern and other values The entries in this table can be sorted to indicate the most

- (bandwidth, payload size, buffer size, frequently communicating blocks in the design. These tdock
operating clock period and etc.) . . L .

can then be given the highest priority in terms of scheduling

i Also, once this table has been constructed, the relative rat

Traffic generator of transmitting a packet can be determi_ne_d for each of the IP
blocks and a corresponding packet traffic file can be gergrate
Y for use in simulations. The transmission probabilities are
calculated as follows: The highest bandwidth requirement
for this application is the 455 MBytes/second between the
SDRAM and the upsampling unit. All other bandwidth values
y in the table are then normalized relative to this value, s th
CDMA NoC Platform Model this path will have a transmission rate of 100%, while all of
described in VHDL the others will have a rate less than this. In other words, the
path between those two IP blocks will always have traffic,
v whereas the other paths will pass traffic less often based on

Mapping decision

Dot simulati . . their transmission percentages. The normalized valuethéor
ost simulation log file Synthesize . X . :
various paths are given in Figure 3.
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We consider a particular MPEG-4 video processing applica- | ! 27
. . 12 35 19
tion that was presented in [12]. We have used the IP resources 3 100 74

and the inter-resource bandwidth requirements specifidthin
paper as our starting point. There are a total of 12 IP blocksFig. 3. Normalized bandwidth requirements for the MPEG-gtewy.
in this design. They are listed as follows, where the numiber i
parentheses is used as an index to identify each of the blocks
audio output processor (1), audio DSP processor (2), media ] o o
CPU (3), video output processor (4), 3D graphics processorm a wired CDMA communication network, each ldata bit is
(5), SDRAM (6), SRAM1 (8), quantization unit (9), SRAM2epresented as elthgr dnbit Walsh codewo_rd. or its one’s
(10), RISC CPU (11), scaling unit (12) and upsampling unomplement depending on whether the bit is a 0 or a 1,
(13). The communication requirements between these blodSPectively [11]. We refer to this process as modulation.
are specified in the data structure of Figure 2. In this tabke, While this leads to an increase in the number of bits to be
entry (i, j) specifies the average communications bandwidffgnsmitted by each resource, it is offset by the fact thatoup
from blocki to block j. (The bandwidth data specified in RefL — 1 resources transmit concurrently through a switch. Each
[12] are the total bidirectional bus traffic between pairs diacket is composed of group identification, source address,
blocks. For simplicity, we have split the total value eqm”destlnatlon address and payload fl_elds. The trans_mltt_eulqod
amongst the two directions of data transfer between each p'%ﬁlects a codeword to use depending on the destination field o

IIl. CDMA STAR NOC ARCHITECTURE

of IP blocks.) the packet and sends out a corresponding modulated codeword
The modulated codewords from the different sources atthche
T 751372156 819 w0l 213 to a switch are then summed together using a code adder block.
1 025 At the receiving side, the demodulation module recovers the
é 0-2255 — original transmitted data using the same codeword that was
2 %5 used for transmission.
5 300 20 Each transmitter module includes a FIFO buffer. This buffer
g 0.2510.25 28 95 300 16 1455 is used for storing packets when other transmitters alsb teis
9 50 250 send a packet to the same destination at the same time. In this
10 250 125] 87 |335 case, the scheduler controls which packet to send depending
1 - e on a predefined scheduling algorithm. If the FIFO is full, the
13 255 335 packet is not dropped. Rather, the transmitter sends aébuff

full” signal to the corresponding resources. Those ressirc
Fig. 2. Bandwidth requirements for the MPEG-4 system. will stop sending packets until that signal is deasserted.



Figure 4 shows our core CDMA NoC switch block diagram. Video Audio Media
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In this section we consider the mapping of the MPEG- o pax Xpar {’;f\‘
4 application onto two types of network-on-chip structures o g BAB s
namely our proposed CDMA star network and a crossbar mesh DSP. e sedtne CPU
network. e
A. Mapping onto Star NoC with CDMA Switch Fig. 6. Mapping onto Mesh topology NoC with Crossbar Switch

Fig. 5 is a proposed mapping of the MPEG-4 decoder

Sys.te”.‘ onto our CDMA NO(_: architecture. In the flgureWe also compared the hop count for both platforms. For the
solid lines represent actual links between a switch and

) I t (PE). A dotted li s th afea comparison, we synthesized both the CDMA star and the
processing element (PE). otted line represents emu'crossbar mesh switches using the Synplify ASIC tool with the

communlcat|or_1 bandwidth n M_Bytes/sec. - Chip Express CX4001 0.2am structured library.
From the given communication characteristic parameters

such as bandwidth requirements, payload size, buffer size, Hop Count

operating clock period, etc, the traffic generator createggts

with the specified probability. The generated input traffitad TABLE |

is used to simulate the MPEG-4 computations mapped onto HOP COUNT COMPARISON
the NoC platform.

| [ CDMA Star NoC [ Crossbar Mesh NoQ

B. Mapping onto Mesh NoC with Crossbar Switch Av’arage 1-151 3-263
. . n
To compare our CDMA NoC platform with another imple- Max > 5
mentation, we considered mapping onto a crossbar-basdd meStandard deviatior] 0.65 1.39

topology NoC, as shown in Fig. 6. The crossbar switch has the

same input buffer scheme and a buffer size of 8. Because ther&he hop count for a packet is defined as the number of
are a total of 12 IP blocks, we used a 4-by-3 mesh topologyfouters it has been forwarded through. Table | shows the
accommodate all of these resources. The shortest patimgoutiverage number of hops for both platforms. The table indgcat
scheme is used for this mesh topology. that the CDMA star topology has favorable (i.e., lower) hop

count values compared to the crossbar mesh topology.
V. SIMULATION RESULTS AND PERFORMANCEANALYSIS P pology

In order to generate the results of interest, we logged &I Area Overhead
input and output packet transactions into a file. In a post- The synthesized area includes the total cell area for either
processing phase, we use a script to analyze the average tmatvork. In other words, it compares the total area for the
to deliver packets and the buffer utilization that was aiedi 2 required CDMA star switches vs. the total area for the 12



required crossbar mesh switches. We used a buffer size of 8hie average latency for packet transmission. In additiom, w
both platforms. The estimated maximum frequency is 76 MHzompared our proposed NoC implementation to one based
The Table Il shows that our CDMA NoC platform is aboubn a traditional mesh topology and crossbar switches. It was
two times larger than the crossbar mesh topology platformetermined that the latency for the CDMA design is about
The reason is that our prototype CDMA switch uses a moome-ninth of that for the crossbar mesh network. However,
complex algorithm in the TX and RX modules compared tsynthesis results show that the area overhead is about & time
the simple crossbar input and output buffers. as much for the CDMA network. We also illustrated the basic
mapping and traffic generation techniques that can be applie

TABLE Il to any multimedia application.

AREA COMPARISON
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